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Time-calibrated phylogenies have become essential to evolutionary biology. A recurrent and unresolved
question for dating analyses is whether genes with missing data cells should be included or excluded.
This issue is particularly unclear for the most widely used dating method, the uncorrelated lognormal
approach implemented in BEAST. Here, we test the robustness of this method to missing data. We
compare divergence-time estimates from a nearly complete dataset (20 nuclear genes for 32 species of
squamate reptiles) to those from subsampled matrices, including those with 5 or 2 complete loci only
and those with 5 or 8 incomplete loci added. In general, missing data had little impact on estimated dates
(mean error of ~5 Myr per node or less, given an overall age of ~220 Myr in squamates), even when 80%
of sampled genes had 75% missing data. Mean errors were somewhat higher when all genes were 75%
incomplete (~17 Myr). However, errors increased dramatically when only 2 of 9 fossil calibration points
were included (~40 Myr), regardless of missing data. Overall, missing data (and even numbers of genes
sampled) may have only minor impacts on the accuracy of divergence dating with BEAST, relative to the

dramatic effects of fossil calibrations.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Assembling molecular datasets for phylogenetic analysis almost
always requires dealing with the question of how missing data will
influence the analysis, either implicitly or explicitly. For example,
choosing to include only those genes with complete sampling
among species is often based on the implicit assumption that the
negative impacts of missing data will outweigh the positive
impacts of increasing the number of genes sampled. Similarly, taxa
may be excluded because they may be missing data for some
genes, despite the potential benefits of increased taxon sampling.
Therefore, it is critically important to understand if, when, and
how missing data impact phylogenetic analyses, especially since
eliminating missing data from a data matrix generally requires
eliminating non-missing data as well (e.g. Jiang et al., 2014).

A growing number of studies have now addressed the potential
consequences of missing data for phylogenetic analysis. These
include studies that addressed the impact of including incomplete
taxa, the impact of incomplete characters, and the impacts of miss-
ing data on branch-length estimation and support values (e.g.
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Wiens, 2003, 2005; Driskell et al., 2004; Philippe et al., 2004;
Wiens and Moen, 2008; Burleigh et al.,, 2009; Lemmon et al.,
2009; Sanderson et al., 2010, 2011; Cho et al., 2011; Pyron et al.,
2011; Wiens and Morrill, 2011; Crawley and Hilu, 2012;
Simmons, 2012, 2014; Wiens and Tiu, 2012; Hovmoller et al.,
2013; Roure et al., 2013; Jiang et al., 2014). However, an important
and largely unresolved question is how missing data impact diver-
gence-time estimation. Divergence-time estimation has become a
fundamental aspect of phylogenetic analysis, especially since many
analyses of character evolution, diversification, and biogeography
now utilize (or require) time-calibrated trees (e.g. Ricklefs, 2007;
Ree and Smith, 2008; FitzJohn, 2010; Quintero and Wiens, 2013).
Therefore, understanding how missing data impact divergence-
time estimation is increasingly important and urgent.

Two studies have now addressed the impact of missing data on
divergence-time estimation, but both were limited in some ways.
First, Lemmon et al. (2009) stated that missing data were problem-
atic for divergence-time estimation, although not based directly on
analyses of estimated divergence dates. Instead, they investigated
whether missing data caused incorrect acceptance or rejection of
a molecular clock model in simulations of the four-taxon case. Sec-
ond, Filipski et al. (2014) more directly analyzed the impact of
missing data on divergence-time estimation, focusing on the per-
formance of a relatively new dating method (RelTime; Tamura
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et al., 2012) using both simulated and empirical datasets. For
example, they compared the accuracy of estimated divergence
times using datasets with no missing data, limited missing data
(20%), and extensive missing data (60%), using a simulated dataset
of 426 taxa. They found little impact of 20% missing data on the
accuracy of estimated divergence times, and that the impact of
60% missing data depended on the number of genes (less impact
when more genes are sampled, and when at least one “backbone”
gene had data in all taxa). These results parallel those on the
impact of missing data on phylogeny estimation, in which missing
data seem to become problematic primarily when the number of
sampled characters is limited (review in Wiens and Morrill, 2011).

Overall, the analysis of Filipski et al. (2014) provided an invalu-
able contribution to this important question. However, the RelTime
method is only one of many methods for analyzing divergence
times. Even a cursory examination of the recent literature strongly
suggests that the most widely used method for divergence-time
estimation is the uncorrelated lognormal relaxed clock method
implemented in BEAST (Drummond et al., 2006; Drummond and
Rambaut, 2007). Therefore, a critical but unanswered question is
how missing data impact divergence-date estimation using this
approach.

Furthermore, in some ways, simply assessing how a method
performs with extensive missing data is of somewhat limited val-
ue, even though this has been the focus of many studies (including
some of our own; e.g. Wiens, 2003; Wiens and Moen, 2008). For
example, no study is needed to decide whether it is better to have
10 genes for 20 taxa with 50% missing data in 5 of these genes, or
the same number of genes and taxa with no missing data. In this
situation, there is no reason to prefer the dataset with missing
data. What is less clear is whether it is preferable to remove (for
example) the 5 genes with missing data, or else include all 10
genes despite their missing data. In other words, the most relevant
situation to address is the “gray zone” where eliminating missing
data cells from a matrix requires eliminating substantial non-miss-
ing data as well (e.g. Jiang et al., 2014).

In this study, we analyze the impact of missing data on diver-
gence-time estimation using the uncorrelated-lognormal relaxed-
clock approach implemented in BEAST (Drummond et al., 2006;
Drummond and Rambaut, 2007). For brevity, we call this approach
“BEAST” hereafter (and in the title), with the understanding that
we are referring to this particular relaxed-clock method that the
software package BEAST is often used to implement. We specifical-
ly focus on the question of whether divergence-time estimates are
more accurate using a dataset with many genes but some missing
data or with fewer genes but little or no missing data.

We address this question with a large empirical dataset previ-
ously published for squamate reptiles (lizards and snakes). We
focus primarily on comparing dates estimated from a relatively
complete dataset (all genes included, negligible missing data) to
those from subsampled datasets with fewer genes, in which some
genes have missing data artificially added, or in which these genes
with missing data are removed. An obvious disadvantage of using
empirical data is that the true phylogeny and dates are not actually
known (in contrast to using simulated datasets). However, if we
show that missing data have little impact on the estimated dates
(and less impact than excluding these incomplete genes), this
result would strongly suggest that dating analyses with BEAST
are potentially robust to missing data, even if the true dates are
unknown.

The disadvantages of using empirical data may be counterbal-
anced by the fact that divergence dating has many complexities
that would be difficult to realistically capture with simulations.
For example, a typical dating analysis includes multiple genes,
each of which may have somewhat different rates (and different
rates in different clades across the tree) and different underlying

topologies (e.g. due to incomplete lineage sorting). Perhaps more
importantly, divergence dating typically depends on the inclusion
of one or more fossil calibration points. It is very unclear how to
simulate the distribution of these calibration points in a realistic
way, in terms of their number, age, and phylogenetic distribution.

2. Materials and methods
2.1. Design of subsampling experiments

Our subsampling experiments began with the dataset for squa-
mate reptiles from Wiens et al. (2012). This dataset includes 161
species (plus 10 outgroup species) for up to 44 nuclear protein-
coding loci (overall concatenated alignment of 33,717 base pairs),
with ~20% missing data overall. Most extant families of squamate
reptiles were included.

From this dataset, we then created a smaller dataset to use as
our complete dataset. The original dataset was reduced in size
for two major reasons. First, the reduced dataset allowed us to
exclude some taxa that lacked data for many genes and some genes
that lacked data for many taxa, so that the complete dataset
included data for all species for all genes. Second, the full dataset
with all taxa and genes would be computationally burdensome
for divergence dating with BEAST, especially with the multiple
replicates needed for the experimental analyses conducted here.
Even with the reduced taxon sampling, these analyses were still
very computationally intensive, and so only 10 replicates for each
set of conditions were examined (but similar conditions provided
additional replication). We also note that the complete dataset still
contained small amounts of missing data (3.1% overall), due to
gaps and to minor differences in sequenced lengths of genes in
the final alignment, but we use the term “complete” for brevity
and because it included data for all genes for all taxa.

We assembled the reduced dataset with 33 taxa (32 ingroup)
and 20 genes such that no genes were lacking for any species,
and so that all major clades of squamates were included. GenBank
numbers, including some corrections relative to Wiens et al.
(2012), are provided in Table S1. Not all families of squamates were
included in this reduced dataset, but missing families were con-
fined to the major clades Gekkota, Amphisbaenia, Serpentes, and
Pleurodonta (within Iguania). The number of taxa (32) was also
chosen so that sets of taxa were easily divisible by four for our
experiments with missing data (see below). Relationships among
the included taxa are also relatively well-supported given the com-
plete data, with only a few poorly supported clades when all loci
are included (see Results, Section 3). The included taxa also span
a relatively large number of fossil calibration points for dating ana-
lyses (see below). One outgroup taxon was included (the rhyncho-
cephalian, Sphenodon punctatus), and this species is widely
recognized as the living sister group to extant Squamata (e.g.
Hugall et al., 2007; Alfaro et al., 2009; Mulcahy et al., 2012). Previ-
ous studies have estimated the crown-group of living Squamata to
be roughly 180-240 Myr old (review in Mulcahy et al., 2012).

The overall design of the missing-data experiments was as fol-
lows. First, we created 10 replicates, each with a different random
selection of 10 loci from the original set of 20 loci (sampling with-
out replacement, so that no gene was sampled twice in a given
replicate). We then explored five sampling strategies to examine
the effects of missing data.

Under sampling strategy 1, 5 of the 10 loci were randomly cho-
sen to be incomplete, and each gene had a different set of species
that were randomly chosen to be incomplete. This latter distribu-
tion of missing data was intended to mimic the situation in which
random sets of taxa fail to amplify and/or be sequenced for each
gene. Under this sampling strategy, we explored three different
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levels of missing data: (a) missing data in 25% of the taxa (8 ran-
domly selected ingroup taxa have missing data in 5 genes), with
12.5% missing data in the matrix overall; (b) missing data in 50%
of the taxa (16 taxa in 5 genes), 25% overall; and (c) 75% of the taxa
(24 taxa in 5 genes), 37.5% overall.

Sampling strategy 2 was the same as sampling strategy 1,
except that 8 of the 10 loci were randomly chosen to be incom-
plete, and again each gene had a different set of species randomly
chosen to have missing data. Again, we explored three different
levels of missing data: (a) missing data in 25% of the taxa (8 ran-
domly selected ingroup taxa have missing data in 8 genes), with
20% missing data overall; (b) missing data in 50% of the taxa (16
taxa in 8 genes), 40% overall; and (c) 75% of the taxa (24 taxa in
8 genes), 60% overall.

Sampling strategy 3 was similar to sampling strategy 1, with 5
loci chosen to be incomplete. However, it differed from strategies 1
and 2 in that instead of randomly selecting different sets of taxa to
lack data for each incomplete gene, the same set of species was
missing data across all incomplete genes. This sampling strategy
was intended to mimic the creation of a supermatrix, in which sets
of genes from different studies (which sampled different sets of
species for different genes) are combined. For efficiency, we
explored this strategy only under conditions with relatively exten-
sive missing data. Thus, we examined the case with missing data in
75% of taxa (24 taxa), and 37.5% missing data overall.

Sampling strategy 4 was similar to sampling strategy 3, but
with 8 loci chosen to be incomplete rather than 5. Again, the same
randomly selected species were missing data for all incomplete
genes, and we focused on the case with extensive missing data,
with missing data in 75% of the taxa (24 taxa in 8 genes), and
60% missing data overall.

Under sampling strategy 5, every gene had a different set of
species that were randomly chosen to be incomplete. This was
intended to mimic the situation explored by Filipski et al. (2014)
in which there are no complete “backbone” genes, a situation in
which the divergence-dating method that they examined some-
times performed poorly. Here, three different levels of missing data
were again explored: (a) missing data in 8 taxa, with 25% missing
data in the matrix overall; (b) missing data in 16 taxa, 50% overall;
and (c) missing data in 24 taxa, 75% overall. For scenario c, there
were initially many replicates in which one or two species were
missing data for all genes. In these cases, one gene was randomly
selected and the random allocation of missing data was repeated,
until every included species had non-missing data for at least
one gene.

We analyzed 10 replicates for each of these 11 sets of conditions
(each starting from the 10 subsampled sets of 10 loci). Also, for
each set of conditions, we compared results including the incom-
plete genes to results excluding these genes (except for strategy
5, in which all genes are incomplete). For example, for sampling
strategies 1 and 3, we analyzed datasets containing only the 5
complete genes, and for sampling strategies 2 and 4, we analyzed
datasets including only the 2 complete genes.

2.2. Selection of models and partitions

Prior to conducting the BEAST analyses, we determined the
best-fitting combination of partitions and models using Partition
Finder version 1.1.1 (Lanfear et al., 2012). The best-fitting model
was determined using the Bayesian Information Criterion (BIC).
Branch lengths were linked across partitions. The set of models
was restricted to those available in BEAST. The greedy search
option was used. This analysis was conducted on the 20-locus
dataset and the 10 complete 10-locus datasets. The partitions
and models selected are listed in Table S2.

2.3. Dating analyses

Dating analyses were conducted with BEAST version 1.8.0
(Drummond and Rambaut, 2007). Monophyly of the ingroup was
constrained (and note that the outgroup had data for all genes).
The uncorrelated lognormal model was used to describe the
relaxed clock. A gamma prior (shape =0.001, scale = 1000) was
used for the mean of the branch rates. The standard Yule speciation
process was specified for the tree prior. Clock models and topolo-
gies of individual data partitions were linked, whereas substitution
parameters were unlinked across partitions. A few sequence ambi-
guities that were potentially the result of heterozygosity were
included as such (i.e. with the setting “useAmbiguities = true”).

A total of nine fossil calibration points were used (Table 1;
Fig. 1), taken from those used by Mulcahy et al. (2012; see that
paper for discussion and original references). For each calibration
point, we used a lognormal prior, with the mean (in real space)
of 5, the standard deviation set to 1, and an offset value equal to
the minimum calibration age of the fossil. This combination of val-
ues allowed for the possibility that the actual age of the calibrated
node was substantially older than the age of the oldest known fos-
sil represented by the fossil calibration point (but most likely were
only slightly older). Thus the 95% prior density interval extended
roughly 15 million years before the minimum age of each fossil
(Table 1). We recognize that other authors might prefer somewhat
different options with regards to these settings, or even with
regards to specific calibration points. However, the important point
for our study was the comparison of estimated dates with and
without missing data.

For each replicate and set of conditions, we ran four indepen-
dent searches. For each search, the Markov chain was run for 300
million generations and sampled every 10,000 generations. Results
of the four independent runs were then compared in Tracer version
1.5 (Rambaut and Drummond, 2007) to ensure that the chains
were converging and mixing adequately. Then, results from the last
90% or 80% of the sampled generations from of each of the four
runs were combined to achieve the recommended adequate effec-
tive sample size (>200; Drummond et al., 2006).

For the complete 20-locus dataset and some 10-locus datasets,
the overall likelihood was unstable, apparently due to an overpa-
rameterized substitution model. These cases were resolved by
replacing GTR models with HKY models and/or removing the
invariable sites parameter of the substitution model (since this
parameter partially overlaps the gamma parameter for among-site
rate variation). Nevertheless, for each of the 10-locus replicates,
the same combination of partitions and models was applied to
all datasets (i.e. the same partitions and models were applied, both
with and without missing data). However, some empty partitions
(i.e. only missing data cells) were removed for the 5 and 2 locus
datasets.

2.4. Evaluation of impacts of missing data

In this study, our primary interest was in the impacts of missing
data on divergence-time estimation. Specifically, we tested
whether these estimates were more accurate if one includes genes
with missing data or excludes these genes and reduces the overall
number of genes in the analysis. We also evaluated the impacts of
missing data on the width of the posterior density intervals (i.e. the
precision of these date estimates), and on the topology and support
values (posterior probabilities) estimated using BEAST (in which
topology and divergence times are often estimated simultaneous-
ly). Thus, we addressed the possibility that including genes with
missing data might lead to much wider posterior density intervals,
poor support values, and inaccurate estimates of topology.
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Fossil calibrations used for estimating divergence dates with BEAST, with time in millions of years.

Node in Fig. 1 Minimum date Median (95% HPD) Fossil calibration Calibration number in Mulcahy et al. (2012)
Cc1 54.0 57.0 (54.4-75.5) Gekkotan Yantarogekko 5
c2 70.0 73.0 (70.4-91.5) Contogenys, Sauriscus 14
c3 65.2 68.2 (65.6-86.7) Konkasaurus 6
Cc4 70.0 73.0 (70.4-91.5) Chamops, Haptosphenus, Letpochamops, Meniscognathus 7
c5 92.7 95.7 (93.1-114.2) Coniophis 9
Cc6 70.0 73.0 (70.4-91.5) Priscagamines, iguanines, Isodontosaurus 12
Cc7 70.0 73.0 (70.4-91.5) Palaeosaniwa, Telmasaurus, Cherminotus 10
c8 99.6 102.6 (100.0-121.1) Primaderma 13
c9 70.0 73.0 (70.4-91.5) Odaxosaurus 11
Sphenodon punctatus
Dibamus novaeguineae (Dibamidae)
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Fig. 1. Chronogram for 32 species of squamate reptiles and an outgroup (Sphenodon punctatus) estimated using the uncorrelated-lognormal approach in BEAST, based on 20
complete nuclear loci. Nodes indicated with open triangles and numbers (C1-C9) were associated with fossil calibration points (see Table 1). Nodes with numbers (1-6) in
open circles were used to estimate errors in divergence-date estimates in a subset of analyses (most analyses used all nodes). Bayesian posterior probabilities less than 1 are
shown beside nodes. The gray bars indicate 95% highest posterior densities for age estimates.

To assess the impact of missing data on divergence times, for
each comparable node and each set of conditions and each repli-
cate, we recorded the divergence date estimated from the analy-
sis including the incomplete genes and that estimated for the
same conditions but with the incomplete genes deleted. We then
calculated the difference between the age for that node estimated
from the complete dataset (all 32 taxa with data for all 20 genes)
and the age estimated from the analysis including incomplete
genes (and the analysis excluding these genes). We considered
these differences in ages between the complete dataset (20 gene)
and all others as errors in divergence-date estimation, either
caused by including incomplete genes or excluding incomplete
genes. We then calculated the average values of these errors

across all nodes of the tree and then across all 10 replicates for
each set of conditions. We calculated these errors as both mean
differences from the complete dataset age estimates, and as abso-
lute values of the differences. Thus, we evaluated whether miss-
ing data caused both error and bias in age estimates (large
mean and absolute differences) or increased error but without
bias (i.e. small mean differences, but large absolute differences),
and whether these biases and errors were greater in magnitude
than those caused by excluding these genes entirely. Note that
because we summarized these error values by averaging across
both nodes and replicates, we did not present standard errors
on these values (or test for statistical differences between the
means of means).
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An important detail here is that all estimates of topology were
generally very similar to those estimated from the 20-gene dataset
(Fig. 1). Specifically, for almost all conditions, estimated trees had
85-95% of their nodes shared with the tree from the 20-gene data-
set (see Results, Section 3). This was important because estimated
dates can generally be compared only between nodes that appear
in both trees. Nodes that were estimated in the subsampled data-
sets that were not present in the complete dataset were excluded
from our summaries of mean age differences. We acknowledge
that in theory, the estimated ages for these seemingly incorrect
nodes could be inaccurate, and their exclusion might therefore
cause us to underestimate errors in estimated ages overall.
However, the number of nodes shared with the complete dataset
is actually higher for datasets that include genes with missing data
(see Results, Section 3), so the error caused by including these
incomplete genes seems unlikely to be strongly underestimated
by this potential source of bias, at least relative to the errors caused
by excluding these genes. Similarly, we also excluded nodes in the
subsampled datasets that had posterior probabilities less than 0.5.
However, this set of excluded nodes was almost identical to the set
of nodes already excluded because of incongruence with the
complete dataset.

For most analyses, we summed these errors across all nodes of
the entire tree. However, we did this with the caveat that the val-
ues at different nodes are not necessarily independent. Therefore,
we also generated a small set of results focused on six focal nodes
(Fig. 1): (1) root of squamates, (2) root of Scincoidea (Scincidae,
Xantusiidae, Cordylidae, Gerrhosauridae), (3) root of Lacertoidea
(Gymnophthalmidae, Teiidae, Lacertidae, Amphisbaenia), (4) root
of Acrodonta (Chameleonidae, Agamidae), (5) root of Anguimorpha
(Shinisauridae, Varanidae, Helodermatidae, Anguidae), and (6) the
root of Lacertidae (Lacerta, Takydromus). We selected these nodes
because they are strongly supported clades, do not correspond to
fossil calibration points, are mostly phylogenetically independent
and non-nested (except the root), and represent a diversity of tree
depths and clades.

We also evaluated the width of the posterior density interval for
each comparable node and averaged this width across the 10 repli-
cates for each set of conditions. We then compared these values to
those for the complete, 20-gene dataset for the analyses including
and excluding incomplete genes. For each set of conditions, we also
tallied the number of nodes that differed between the complete
dataset tree and the trees from analyses including and excluding
genes with missing data, and averaged these errors in topology
across the 10 replicates. Similarly, we also compared the summed
posterior probabilities across the trees including and excluding
incomplete genes, to evaluate whether including or excluding
incomplete genes tended to decrease clade support.

No single empirical study can represent all other empirical
studies. One way in which our dataset may be unusual is the large
number of fossil calibration points (n=9) relative to the small
number of ingroup taxa (n=32). A potentially important conse-
quence is that the large number of calibration points might poten-
tially reduce the negative impacts of missing data (or excluding
genes). Therefore, we performed an alternative set of analyses in
which we randomly selected only 2 fossil calibration points from
among the set of 9. Specifically, for each replicate, we used a differ-
ent random selection of two calibration points. For these analyses,
we considered one of those conditions with the most missing data
(scenario “c” for strategy 2) and the complete 10 loci dataset.

We also performed statistical analyses of the relationships
between the error in the estimated age of each node and the depth
(age) of that node in the complete 20-locus dataset (i.e. do the ages
of deeper nodes tend to be over- or underestimated?). Similarly,
we addressed how the mean age of the two subsampled fossil
calibration points in a given replicate was related to the mean

errors in the estimated ages for that replicate (testing for a corre-
lation between mean age of the fossil calibration points and raw
and absolute errors in estimated clade ages across the tree, to
see if sampling older calibration points led to overestimating clade
ages). Finally, for the analyses of six selected nodes, we tested if
greater amounts of missing data in a given replicate led to greater
error in the estimated ages (for that specific node). Thus, we tested
for a correlation between the percentage of genes missing in the
taxa united by a given node and the error in the age estimated
for that node, across the 10 replicates. Note that we did not include
the root node here, since the percentage of missing genes would be
the same across all replicates for this node. For all three of these
correlation analyses, we first tested for the normality of the data
using a Kolmogorov-Smirnov test and then performed Pearson
correlation (for normal data) or non-parametric Spearman correla-
tion (for non-normal data). Statistical analyses were performed
using SPSS version 12.0.

3. Results

The phylogeny and divergence times estimated for the com-
plete dataset of 20 loci for 32 squamate taxa is shown in Fig. 1.
Overall, the clade ages are broadly similar to those estimated in
other recent studies (see review in Mulcahy et al., 2012), as is
the overall topology (e.g. Mulcahy et al., 2012; Wiens et al.,
2012; Pyron et al., 2013).

The results show that adding genes with missing data generally
had relatively little negative impact on divergence-time estimation
(Table 2). The differences between ages estimated with the com-
plete data and those estimated with the subsampled data were
smaller when genes with missing data were included, relative to
analyses in which these genes were excluded (Table 2). The results
showed that genes with less missing data (data absent in 25% of
taxa) were more beneficial than those with more missing data
(data absent in 75% of taxa), but in general, adding the genes with
missing data did not have a negative impact (Table 2). On average,
the absolute deviations from the dates estimated from the com-
plete dataset are small, within about 5 Myr (Table 2; 5 Myr is espe-
cially small considering that the group is ~220 Myr old; Fig. 1). The
values of raw mean error were relatively close to zero, suggesting
that there was not a strong bias in the estimated ages to be either
consistently older or younger than those for the complete data
(Table 2). Overall, they tended to be slightly positive, indicating
that the estimated ages were biased towards being older than
those from the complete dataset.

The results above describe the case in which either 5 or 2 genes
are complete, and the other genes are incomplete. We also
explored the case in which all the genes were incomplete (Table 2).
When each gene was only 25% or 50% incomplete, the mean errors
remained relatively small (still close to 5 Myr). However, when
each gene was 75% incomplete, the error was more substantial,
with mean error close to 17 Myr and with a strong bias towards
underestimated clade ages (relative to the complete dataset of 20
genes). These results emphasize the benefits of including genes
that are sampled for all taxa (see also Filipski et al., 2014). Howev-
er, in some cases, the errors were relatively small without these
“backbone” genes, even when data were missing in 50% of the taxa
in all genes.

The results also showed that, for these data, adding genes had
relatively little impact on the accuracy of divergence time esti-
mates (Table 2). For example, the mean error for 10 complete loci
(2.10 Myr per node) was quite similar to that for only 2 loci
(4.34 Myr). Again, the errors associated with subsampling genes
(and missing data) were very small relative to the overall time-
scales involved (Fig. 1).
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Table 2

Errors in divergence-time estimates associated with including loci with missing data, compared to the error from excluding incomplete loci. Missing data are distributed among a
different set of randomly selected taxa in each incomplete gene. Results are given in terms of mean absolute error (for each node, the absolute value of the difference in the date
estimated from these subsampled data relative to the date estimated from the dataset of 20 complete loci, then averaged across all nodes and all replicates) and mean raw error
(the average value of these differences across nodes and replicates, with negative values indicating that dates are underestimated relative to the complete dataset). Results are
also contrasted with those for 10 complete loci. Missing data are listed as “0%” for 2, 5, and 10 complete loci (all taxa have data for all genes), but the actual value is ~3%.

Overall missing data (%)

Mean absolute error (Myr) Mean raw error (Myr)

10 complete loci 0

5 complete loci 0
10 loci (5 loci with missing data in 8 taxa) 12.5
10 loci (5 loci with missing data in 16 taxa) 25
10 loci (5 loci with missing data in 24 taxa) 375
2 complete loci 0
10 loci (8 loci with missing data in 8 taxa) 20
10 loci (8 loci with missing data in 16 taxa) 40
10 loci (8 loci with missing data 24 taxa) 60
10 loci (all loci with missing data in 8 taxa) 25
10 loci (all loci with missing data in 16 taxa) 50
10 loci (all loci with missing data in 24 taxa) 75

2.10 0.26
3.77 131
221 0.46
2.95 1.05
3.12 0.67
434 —0.44
2.88 0.67
3.72 1.23
3.93 0.34
2.64 022
531 0.15

16.93 ~16.11

We also tested whether errors in estimated node ages tended to
be greater for deeper nodes. We explored cases in which there
were 5 loci with missing data in 8 and 24 taxa, 8 loci with missing
data in 8 and 24 taxa, and all 10 loci with missing data in 8 and 24
taxa (i.e. cases with both relatively little and relatively extensive
missing data). We tested for a relationship between the depth of
nodes (based on the age in the complete 20-locus dataset) and
the mean error in the estimated ages of those nodes relative to
the complete data, based on both the raw error values and the
absolute error (i.e. treating both overestimates and underestimates
as positive values). Across the six conditions and 10 replicates, we
generally found only sporadic support for a significant relationship
between node depth and error (Table S3). Specifically, we found
support for a relationship between raw error and node depth in
20 (out of 60) replicates, and between absolute error and node
depth in 17. The relationship with absolute error was always posi-
tive (greater error for deeper nodes) but the relationship with raw
error tended to be negative (ages of deeper nodes tend to be under-
estimated; 17 of 20 replicates). Significant relationships between
node depth and both absolute and raw error were most common
(7 of 10 replicates) and strongest in magnitude when all 10 loci
had missing data in 24 of the 32 taxa. These were also the condi-
tions under which mean errors were greatest (~17 Myr per node;
see above and Table 2). In general, greater errors should be expect-
ed for deeper nodes than for shallower nodes (i.e. shallow nodes
can only take a limited range of values), but these results show
underestimation of ages for deeper nodes when there are extensive
missing data (75%) in all sampled genes.

Results for the 95% highest posterior density (HPD) intervals
showed that sampling fewer loci generally led to only small differ-
ences in the width of the HPD relative to the complete dataset of 20
loci (Table 3). Adding loci with missing data generally reduced the-
se differences, but the improvement was smaller with more exten-
sive missing data (Table 3). Interestingly, neither reducing the
number of loci nor increasing the amount of missing data appeared
to consistently bias the width of the HPDs in a particular direction
(i.e. intervals did not become wider with less data). However, the
results with 75% missing data in all genes were again an outlier,
with HPD widths that were substantially narrower. This pattern
of narrower HPDs may occur because the estimated ages are sub-
stantially younger under these conditions (see above), limiting
the range of possible dates that can be included in the HPD.

BEAST analyses also estimate topology and support values (pos-
terior probabilities of clades). The results here showed that adding
five loci with missing data had little impact on mean support val-
ues, but improved the accuracy of the estimated topology slightly

(relative to excluding these loci), even when the missing data were
extensive (Table 4). When adding eight loci with missing data, the
improvement in posterior probabilities and topological accuracy
was more substantial, especially when the added genes had only
25% or 50% missing data (Table 4). The results were generally simi-
lar when all genes were incomplete, but accuracy and support
were both substantially reduced when all genes had 75% missing
data.

The preceding analyses were based on the case in which miss-
ing data cells had a different random distribution in each gene.
We also explored the case in which all incomplete genes had miss-
ing data for the same taxa, focusing on the case with the maximum
amount of missing data (such that different ways of distributing
missing data should have maximum impact). We found that the
results were very similar regardless of how missing data cells were
distributed (Table 5), although errors in age estimates were slightly
larger when the missing data were in the same species across
genes.

We also examined the case in which only 2 fossil calibration
points were used, instead of the full set of 9 (Fig. 2). For this ana-
lysis, we compared a situation with extensive missing data (8 loci
with 24 taxa incomplete, incomplete taxa randomly chosen in each
gene) to that with 10 genes with complete data. The results (Fig. 2;
Table 6) showed that reducing the number of calibration points
caused a dramatic increase in error in the estimated divergence
dates, regardless of the amount of missing data. For the case with
missing data, age estimates were off by (on average) nearly 40 Myr
per node, with a substantial bias towards estimates being older
than those from the full dataset (20 loci, 9 calibration points).
These errors were even greater with datasets of 10 complete loci
than the datasets with 8 incomplete genes. There were also dra-
matic changes in the HPD values for both datasets, with HPDs
becoming much broader with only 2 fossil calibration points. How-
ever, reducing the number of calibration points seemed to have lit-
tle impact on support values or topological accuracy (Table 6).

We tested whether the mean age of the two sampled fossil
calibration points influenced the estimated ages. We confirmed
that when older fossils were sampled (e.g. older than the mean
of all nine, 76.5 Myr), the estimated ages tended to be older than
those estimated from the complete set of nine calibration points,
yielding a significant positive correlation between the mean age
of the sampled calibration points and both the raw and absolute
error in the estimated clade ages (Table S4). However, the errors
were clearly biased towards overestimation of clade ages overall
(mean raw error = 21.62 Myr), and the mean age of the subsampled
calibration points varied along a fairly limited range (65-99 Myr).
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Table 3

Impact of missing data on the width of the 95% highest posterior density interval, compared to the width when excluding incomplete genes. Missing data are distributed among a
different set of randomly selected taxa in each incomplete gene. For each node, widths are compared to those estimated for the complete dataset of 20 loci, and then averaged
across nodes and replicates. Values are given in terms of mean absolute differences in width (in millions of years) and the mean raw difference. Missing data are listed as “0%" for
2, 5, and 10 complete loci (all taxa have data for all genes), but the actual value is ~3%.

Overall missing data (%) Mean absolute difference (Myr) Mean raw difference (Myr)
10 complete loci 0 2.73 0.39
5 complete loci 0 4.06 —-0.06
10 loci (5 loci with missing data in 8 taxa) 125 2.78 -0.05
10 loci (5 loci with missing data in 16 taxa) 25 3.34 0.17
10 loci (5 loci with missing data in 24 taxa) 375 3.81 -0.13
2 complete loci 0 6.73 -0.35
10 loci (8 loci with missing data in 8 taxa) 20 3.49 0.35
10 loci (8 loci with missing data in 16 taxa) 40 431 -0.35
10 loci (8 loci with missing data 24 taxa) 60 5.35 0.44
10 loci (all loci with missing data in 8 taxa) 25 3.44 0.86
10 loci (all loci with missing data in 16 taxa) 50 5.90 -1.42
10 loci (all loci with missing data in 24 taxa) 75 17.45 -11.89

Table 4

Impact of missing data on mean support values (posterior probabilities) and accuracy of trees (proportion of nodes shared with complete 20-locus tree), compared to results when
excluding incomplete genes. Missing data are distributed among a different set of randomly selected taxa in each incomplete gene. Posterior probabilities are averaged across all
nodes within each tree and then averaged across all replicates for a given set of conditions. Missing data are listed as “0%" for 5, 10, and 20 complete loci (all taxa have data for all
genes), but the actual value is ~3%.

Overall missing data (%) Mean Pp Mean accuracy
20 complete loci 0 0.988 100
10 complete loci 0 0.966 94.3
5 complete loci 0 0.957 90.3
10 loci (5 loci with missing data in 8 taxa) 12.5 0.969 92.7
10 loci (5 loci with missing data in 16 taxa) 25 0.960 91.7
10 loci (5 loci with missing data in 24 taxa) 375 0.960 92.0
2 complete loci 0 0.891 85.3
10 loci (8 loci with missing data in 8 taxa) 20 0.957 91.3
10 loci (8 loci with missing data in 16 taxa) 40 0.953 90.0
10 loci (8 loci with missing data 24 taxa) 60 0.913 87.3
10 loci (all loci with missing data in 8 taxa) 25 0.954 91.3
10 loci (all loci with missing data in 16 taxa) 50 0.923 86.0
10 loci (all loci with missing data in 24 taxa) 75 0.594 48.0

Table 5 — 50
Comparison of results when missing data cells are distributed among a different set of > . 0
. _— ‘ s
randomly selected taxa in each gene (random), or are distributed in the same taxa < 40
across all incomplete genes (fixed). These comparisons are only for conditions with 5 o
relatively extensive missing data. Five loci refers to the case in which five loci have = n
missing data in 75% of the taxa (24 taxa), and 37.5% missing data overall. Eight loci g 30 -
refers to the case in which eight loci have missing data in 75% of the taxa (24 taxa in 8 S -
genes), and 60% missing data overall. S 20
@
Random Fixed % -
Age difference (absolute value)—5 loci 3.12 3.60 % 104
Age difference (raw value)—5 loci 0.67 1.26 % - [ °
Age difference (absolute value)—8 loci 3.93 4.27 0 - -
Age difference (raw value)—8 loci 0.34 -0.13 10 loci 10 loci
HPD difference (absolute)—5 loci 3.81 4.02 40% Complete 100% Complete
HPD difference (raw)—5 loci -0.13 0.07 | ] K
HPD difference (absolute)—8 loci 5.35 6.49 @ 9 fossil calibrations
HPD difference (raw)—8 loci 0.44 0.35 O 2 fossil calibrations
Mean Pp—5 loci 0.960 0.960
Mean Pp—8 loci 0913 0.919 Fig. 2. Comparison of mean absolute error for analyses with missing data (60%
Accuracy—5 loci 92.0 90.0 overall, with 8 of 10 genes with 75% missing data each) and without (10 complete
Accuracy—38 loci 87.3 87.3 loci), and using the full set of 9 fossil calibration points or a randomly selected

subset of 2 calibration points. Error is based on the difference between the ages
estimated in these analyses and those estimated from the full set of 20 complete
loci. Errors are averaged across all nodes of the tree and then across 10 replicates,

The main results described above (Tables 2-4) were based on and so error bars are not shown. See Table 6 for full set of results.

averaged differences across all nodes. The results remained similar

when the differences were standardized (i.e. using % change in age

rather than raw differences in Myr) and after excluding the nine Fig. 1). Details of comparisons of the mean value and HPD width
fossil calibrated nodes and the two relatively poorly supported of the divergence-time estimate, topology, and support values
nodes (Bayesian posterior probabilities 0.8024 and 0.8523, are presented in Tables S5-S7.
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Table 6

Comparison of results based on 9 fossil calibration points (as in most of the results of
this study) to those based on only 2 fossil calibration points (randomly selected for
each replicate). Missing data are distributed randomly among 24 taxa for each of the 8
incomplete genes (60% missing data overall). Results are compared to the case in
which 10 complete loci are sampled.

9 points 2 points
2 complete loci, 8 incomplete
Age differences (absolute value) 3.93 38.83
Age difference (raw value) 0.34 21.62
HPD difference (absolute) 5.35 49.46
HPD difference (raw) 0.44 42.12
Mean Pp 0.913 0.905
Accuracy 873 83.0
10 loci, all complete
Age differences (absolute value) 2.10 4497
Age difference (raw value) 0.26 27.88
HPD difference (absolute) 2.73 45.90
HPD difference (raw) 0.39 35.96
Mean Pp 0.966 0.966
Accuracy 94.3 94.0

Results were also similar when focusing on the select set of six
nodes (Fig. 1) described in the methods (Table S8). Importantly,
when focusing on the five nodes above the root, we found no ten-
dency for the age estimates for these nodes to show greater error in
those replicates in which there was a higher percentage of missing
data (i.e. more genes lacking data) in the taxa united by that node
(Table S9). Specifically, there was no significant relationship
between mean error and percentage of missing genes for that node
across the 10 replicates for a given set of conditions. Furthermore,
in the seven cases that approached significance (P < 0.05, but not
significant under a Bonferroni correction), the relationship
between the amount of error and the percentage of missing genes
was positive in three cases and negative in four. Thus, in the major-
ity of these cases, there was actually less error in the age estimates
for a given node when the percentage of missing genes was higher.

4. Discussion

Our results based on experimental analyses of empirical data in
reptiles show that extensive missing data do not necessarily lead to
misleading estimates of divergence dates using the relaxed lognor-
mal dating approach in BEAST. In fact, adding genes that have 50%
or even 75% missing data can improve estimates of divergence
dates, relative to excluding these genes. More generally, we found
that changing the number of genes sampled had relatively little
impact on the accuracy of divergence-time estimates for these data.
Thus, estimates based on 2 genes were (on average) within 5 Myr of
estimates based on 20 genes (an especially small number consider-
ing the ~220 Myr timescale of squamate phylogeny; Fig. 1). Results
were somewhat different when all genes were 75% incomplete
(estimates off by ~17 Myr on average), but errors remained
relatively small even when all genes were 50% incomplete.

In contrast, we found that reducing the number of fossil calibra-
tion points led to dramatic errors in divergence-time estimates,
regardless of the amount of missing data (Fig. 2). For example,
errors in divergence-times estimates with only two randomly
selected calibration points were typically off by ~40 Myr, with
similar levels of error given 10 complete loci or 2 complete loci
with 8 highly incomplete loci (Fig. 2). Overall, our results suggest
that the amount of missing data, or even the amount of sequence
data overall, might be minor issues for dating analyses relative to
the quality and quantity of fossil calibration points. The impor-
tance of fossil calibrations to dating analyses is well-recognized
in general (e.g. Near and Sanderson, 2004; Linder et al., 2005;
Near et al., 2005; Benton and Donoghue, 2006; Battistuzzi et al.,
2010; Magallén et al., 2013), but our results provide a particularly

striking empirical example based on controlled experiments. Our
results are especially striking when compared to the seemingly
minor importance of other factors (e.g. missing data, gene sam-
pling). It should also be noted that having only two fossil calibra-
tion points is not an unusually small number in empirical studies.

We acknowledge several limitations to our study. First, our
study is based on one empirical dataset. Thus, our results might
not be applicable to all other studies. For example, other studies
might involve much deeper (or shallower) divergence times or
more rapidly evolving genes (e.g. mitochondrial DNA, as in
Mulcahy et al., 2012). Nevertheless, our results clearly show that
large amounts of missing data need not strongly impact diver-
gence-dating analyses with BEAST. If the effects of missing data
were strong, general, and misleading, then they should have
appeared in our results. However, at the same time, our results do
not guarantee that missing data will always be harmless in all
divergence dating analyses (see below). Second, because our results
are empirical, the actual divergence dates are unknown. Therefore,
there is a certain “leap of faith” required to treat the results from 20
complete loci as known and to treat deviations from those results as
errors. However, regardless of whether the dates from 20 loci are
actually correct, our experiments clearly show that adding genes
with extensive missing data does not necessarily lead to dramatic
changes in the estimated dates. Third, our analyses are based on a
finite number of replicates (i.e. 10 for each set of conditions). This
was necessary given the computational intensity of BEAST. Fortu-
nately, results were highly consistent across conditions as well as
among replicates for a given set of conditions.

Our results are generally consistent with those of Filipski et al.
(2014), who analyzed the performance of the dating method
RelTime given different amounts and distributions of missing data.
They found that RelTime was also relatively robust to extensive
missing data, using both simulated and empirical data. The major
exception was in cases in which a matrix was so sparse that no sin-
gle gene spanned a given node in the tree (see their Fig. 5), such
that there were no data available to estimate the length of that
branch. We also found that missing data were most problematic
when all loci were highly incomplete (75%) and there were no
backbone genes that were present in all taxa.

Finally, we think it likely that our results (and those of Filipski
et al., 2014) should apply to other dating methods as well. For
example, other empirical analyses suggest that extensive missing
data can have relatively little impact on estimated branch lengths
(e.g. Wiens and Tiu, 2012; Jiang et al., 2014). Therefore, it seems
that dating methods that rely on branch-length estimates from
previous likelihood or Bayesian analyses should also be robust to
missing data (e.g. penalized likelihood; Sanderson, 2002). Never-
theless, additional study of this issue would be useful.

In summary, our results show that divergence-date estimation
with BEAST can be highly robust to extensive missing data. Perhaps
more importantly, our results suggest that the number of fossil
calibration points might be far more crucial for the accuracy of
divergence-date estimates than the sparseness or even amount of
sequence data in a matrix.
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